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PETE 4990, Data Mining, Fall 2023
Lab 3.1, Classification- Decision Trees - Orange

Out date: 19-Oct-2023, 09:00AM Mountain Standard Time
Due date: 25-Oct-2023, 11:59PM Mountain Standard Time
· This lab is worth 100 points. 
Please submit this document with all the questions answered along with a copy of your Orange pipeline before the due date in WyoCourses. File should be named as lab3.1_lastname.pdf / lab3.1_lastname.ows.

Objective(s): 
To train a classification machine learning model using the decision tree algorithm to predict a categorical target variable.

Objective: Your customer is asking you to train machine learning models to predict Facies in his wells. As a data scientist, your job is to train machine learning models using the Train.xlsx file provided to you using Decision Tree algorithm in Orange Software and recommend the parameters for the best performing Tree model. You are required to test your model on one complete well from the data set that is not used for model training purposes.

Data: 
Reference: https://library.seg.org/doi/full/10.1190/tle35100906.1
Also available at https://github.com/seg/tutorials-2016/tree/master/1610_Facies_classification  . 
Notes on dataset use: Governed by https://creativecommons.org/licenses/by-sa/3.0/
Seven predictor variables:
Five wire line log curves include gamma ray (GR), resistivity (ILD_log10), photoelectric effect (PE), neutron-density porosity difference (DeltaPHI), and average neutron-density porosity (PHIND). 
Two geologic constraining variables: nonmarine-marine indicator (NM_M) and relative position (RELPOS)

Target variable: Facies, contains nine discrete rock classes from 1 to 9. You are advised to create a 2-class target on if a facies instance is productive or non-productive. Facies 6, 7 and 8 are considered productive facies.
Lab Instructions
1. Launch Orange and load the Train.xlsx data using the File widget.
2. Complete the table below based on the observations about the dataset using the File widget. Set Depth as a numeric feature. Set Well Name as a categorical meta feature. 						(5 points)
[image: ]

	How many samples?
	

	How many meta features?
	Note: Meta features are not to be used in training your models



	How many wells’ log data are in the data set?
	

	How many features?
	

	What is your target variable?
	



3. Add Data Table, Distributions, Feature Statistics and Scatter Plot widgets to the File widget and, inspect the dataset in detail. 
Complete the table below:							(15 points)
	Which features have missing values and what is the % of missing values?
	

	What are the distribution types and ranges for your features?
	

	What is your target variable?
What are its class labels?
What are the dominant facies?
	


4. Facies 6, 7 & 8 are the productive facies. Create a two-class target variable using this information. For doing this, add the Create Class widget to the Files widget and edit this widget as shown below:			(10 points)
                 [image: ]          [image: ]        

	What is the two-class target percentages in the data set?
	



5. Add Select Columns widget to the Create Class widget and select features and target as shown below. 
[image: ]
6. Add Select Rows widget and select Well-10 as test data. Use all the remaining 9 wells for model training. 
[image: ]

7. Add Tree widget to the Select Rows widget and pass on the remaining 9 wells data as shown below (Unmatched data -> data):
[image: A close-up of a computer screen

Description automatically generated]
[image: A screenshot of a computer

Description automatically generated]

8. Connect a Tree Viewer to inspect the tree. Connect Test and Score widget to the Select Rows widget and Confusion Matrix widget to the Test and Score widget as shown below:
[image: A diagram of a tree diagram

Description automatically generated]

9. Add a Preprocess widget to the Tree widget and set parameters as shown below:
[image: A diagram of a tree

Description automatically generated]   [image: A screenshot of a computer

Description automatically generated]
10. Open Test and Score widget and set the initial parameters as shown below. Click Apply and observe the model performance using Test and Score widget and using 5-fold Cross Validation sampling.
[image: ]

[image: ]
11.  Open the Confusion Matrix and observe the results. Complete the table below.									(15 points)

	Model#
	Tree Parameters
	AUC
	CA
	F1
	Specificity
	TP
	TN
	FP
	FN

	1
	2,2
	
	
	
	
	
	
	
	


 
12.  Complete the table below for the following Tree models (model tuning)
(15 points)
	Model#
	Tree Parameters
	AUC
	CA
	F1
	Specificity
	TP
	TN
	FP
	FN

	1
	2,2
	
	
	
	
	
	
	
	

	2
	3,3
	
	
	
	
	
	
	
	

	3
	5,5
	
	
	
	
	
	
	
	

	4
	10,10
	
	
	
	
	
	
	
	

	5
	20,20
	
	
	
	
	
	
	
	



13. Assuming that you want a model with the lowest FP, you can select the 2nd model (3,3). For this model, limit tree depths to 5, 10 and 15 and observe model performance.							(10 points)
	Model#
	Max tree depth limit
	AUC
	CA
	F1
	Specificity
	TP
	TN
	FP
	FN

	1
	5
	
	
	
	
	
	
	
	

	2
	10
	
	
	
	
	
	
	
	

	3
	15
	
	
	
	
	
	
	
	



14.  For the model with Tree parameters (3,3), enable ‘stop when majority reaches’ and complete the table below:				(10 points)
	Model#
	Majority Threshold
	AUC
	CA
	F1
	Specificity
	TP
	TN
	FP
	FN

	1
	95
	
	
	
	
	
	
	
	

	2
	90
	
	
	
	
	
	
	
	

	3
	85
	
	
	
	
	
	
	
	

	4
	80
	
	
	
	
	
	
	
	

	5
	66
	
	
	
	
	
	
	
	


  
	Comment on the model 5 in the above table
	



15.  In the Preprocess widget, modify the ‘Impute Missing Values’ selection to ‘Remove rows with missing values’. For the Tree (3,3) model initially trained without selecting ‘limit maximal tree depth’ and ‘Stop when majority reaches’ options, how does the model perform? 				(10 points)
	Comment on the model performance in contrast to the original 3,3 model
	




16.  Deploy the best model on Well-10 and observe model performance. Record the results.								(10 points)
[image: ]

	Tree Parameters
	AUC
	CA
	F1
	Specificity
	TP
	TN
	FP
	FN

	3, 3
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